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Abstract—Hybrid energy systems, which consist of multiple
energy inputs and multiple energy outputs, have been proposed
in literature to enable ever increasing penetration of clean energy.
In order to properly design and analyze HES configuration,
extensive data sets of renewable resources for the given location
are required, whose availability may be limited due to insufficient
historical measurement. This paper focuses on the methodology
to generate synthetic scenarios of renewable resources, e.g., wind
speed. Specifically, artificial neural networks (ANN) is utilized to
characterize historical wind speed measurements and to generate
synthetic scenarios, allowing Monte Carlo simulation of HES for
probabilistic analysis. In addition, Fourier transformation is used
to characterize the low frequency components in historical data,
allowing the synthetic scenarios to preserve seasonal trend. Case
study of probabilistic analysis is then performed on a particular
HES configuration, which includes nuclear power plant, wind
farm, battery storage, EV charging station, and desalination
plant. Wind power availability and requirements on component
ramping rate are then investigated.

Index Terms—Wind power, synthetic scenarios, artificial neu-
ral networks, Fourier transformation, hybrid energy systems.

I. INTRODUCTION

Hybrid energy systems (HES), which consist of multiple
energy generations and utilization, have been proposed in
literature [1]–[9] to enable higher level of renewable energy
penetration. However, these prior analyses are performed
based on historical measurements on renewable energy, whose
availability is very limited for a given location. To address this
limitation, this paper proposes a methodology to generate syn-
thetic wind speed scenarios, which are shown to be statistically
conformed to historical measurements, allowing probabilistic
analysis of HES.

The synthetic wind speed scenarios generation has been
studied in the literature to some extent. For example, [10] uses
autoregressive moving average (ARMA) model to generate
residues, and adds the synthetic residues to the historical
data. Similarly, [11]–[15] use ARMA or AR model, together
with sampled white noise, to generate scenarios. One of the
assumptions of ARMA is that the underlying time series is
normally distributed. To satisfy such assumption, the measure-
ment data may need to be recast into Gaussian distribution

before being used to train ARMA model. Reference [16]
computes power spectrum density (PSD) through measurement
data, predicts PSD based on future capacity, and generates
sample waveform by inverse fast Fourier transformation of
predicted PSD. Artificial neural networks (ANN) has been
utilized for wind speed prediction in literature. For example,
reference [17] decomposes the load data into low frequency
part (i.e., deterministic seasonal trend part) and high frequency
part. Both parts are used to train an ANN, one for each
part. The two trained ANN models are then used to generate
forecast. Reference [18] combines wavelet transform with
ANN approach, while [19] uses Bayesian belief network
to improve available load forecasting. Another approach to
model the seasonal trend is to utilize Fourier transform to
identify the low frequency components [20], [21]. Finally,
some recent work [22], [23] use deep neural network to predict
and synthesize renewable generation scenarios.

In this paper, we propose a new methodology to generate
synthetic wind speed scenarios. Specifically, ANN is utilized
to statistically characterize historical wind speed measure-
ments and to generate synthetic scenarios, with 5 minutes
resolution. Furthermore, Fourier transformation is used to
characterize the low frequency components in historical data,
allowing the synthetic scenarios to preserve seasonal trend.
After training the model over historical data by finding op-
timal parameters, the combined model can then be used to
generate synthetic scenarios. The generation process consists
of generating noise term for each time step, evaluating ANN
model to compute synthetic component for each time step, and
finally adding the Fourier terms representing low frequency
components (seasonal trends). By utilizing ANN, the chal-
lenging of data transformation into normal distribution, which
is required by ARMA model [11], [12], is avoided. Further-
more, since the synthetic high frequency components have
introduced sufficient variability compared to data set, the low
frequency components, as identified by Fourier transformation,
are adopted from historical data, i.e., no training and model
evaluation are required and hence saving computation. Note
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that our approach differs from that of [17], which uses ANN to
model both high frequency and low frequency components of
electricity load data. Our approach is different from that of [23]
which generates renewable power profile while wind speed,
which has higher variation compared to power, is considered
in our study. Furthermore, we demonstrate that a shallow
network is sufficient to model the wind speed, hence saving
computational time compared to deep learning approach. To
validate the match between synthetic wind speed scenario and
historical data set, statistical analysis (e.g., mean, variance,
and empirical cumulative distribution function) as well as
frequency analysis are performed. The generated synthetic
wind speed scenarios will in turn be utilized to analyze a
particular HES configuration, which includes nuclear power
plant, wind farm, battery storage, EV charging station, and
desalination plant. Wind power availability and requirements
on component ramping rate are then investigated.

II. SYNTHETIC WIND SPEED SCENARIOS BASED ON ANN

We start this section by giving a brief introduction of
artificial neural networks (ANN), which is later employed to
capture the nonlinear autocorrelation function of wind speed.
Readers can refer to [24], [25] for more details.

A. Artificial Neural Network

ANN is a popular machine learning technique for modeling
complex nonlinear relationship between inputs and outputs
[24]. Denote x as the input to a neuron i, its output y
is computed according to the following activation function
y = fac(w

T
i x+bi) where the weights wi and bias bi are model

parameters to be identified from data through training process.
Denote the number of input neurons as p, and the number of
output neurons as l, to train a neural network requires training
data consisting of input Xp×N and output Yl×N , where N
is the number of samples. Given a uni-variate time series
x = x1, x2, . . . , xL, in order to capture the autocorrelation,
one can construct the following training data with N = L− p
and l = 1, where p can be chosen as the lag of autocorrelation,

Xp×(L−p) =


x1 x2 · · · xL−p

x2 x3 · · · xL−p+1

...
...

...
xp xp+1 · · · xL−1

 (1)

Y1×(L−p) =
[
xp+1 xp+2 · · · xL

]
(2)

B. Historical Data Set and ANN Training

To capture the autocorrelation of wind speed, a one-year
historical wind speed data set1 is utilized to train ANN,
which is a discrete time uni-variate time series with 5 minutes
interval. To train ANN, this wind speed data set, denoted as
xw = x1, x2, . . . , xL, where L = 105, 120, can be transformed
into training input Xp×(L−p) and output YL−p according to (1)

1Downloaded from the Eastern Wind data set main-
tained by NREL (National Renewable Energy Laboratory) at
http://www.nrel.gov/electricity/transmission/eastern wind dataset.html
on November 21, 2019.

Algorithm 1 Algorithm to train ANN for generating synthetic
wind speed scenarios

1: procedure SYNTHETIC WIND TRAIN(xw)
2: Compute empirical partial autocorrelation pacf of

xw;
3: p← arg maxk |pacf(k)| > 0.05;
4: Construct Xp×(L−p) and YL−p according to (1)–(2);
5: Instantiate net← an ANN with p inputs and 1 output;
6: Train net on Xp×(L−p) and YL−p;
7: return net
8: end procedure

and (2). The number of input neurons, p, which captures the
lag of the autocorrelation of wind speed, can be selected based
on the partial autocorrelation function of wind speed. In this
paper, a lag of 3 is sufficient to capture the autocorrelation
of the data. Algorithm 1 summarizes the procedure for data
preprocessing and model training for synthetic wind speed
scenarios generation.

C. Synthetic Scenarios Generation Using Trained ANN

Once the ANN is trained, it can be utilized to generate
synthetic wind speed scenarios by recursively evaluating it
over the past p data point in the synthetic time series. Denote
the synthetic wind speed data as x̂w, and assume the first p
elements (i.e., x̂1, . . . , x̂p) are given (whose generation will be
detailed shortly). Then for k = p+ 1, . . . , L,

x̂k = net(
[
x̂k−p · · · x̂k−1

]T
) + σk (3)

where σk denotes a random noise to avoid degeneration.
Remark 1: The purpose of adding σk in (3) is to provide

sufficient excitation in the recursive generation process. With-
out this excitation, in practice, the synthesized time series
may converge to a constant value as the process degenerates.
Note that σk can be sampled either through a pre-selected
distribution, or through the error vector between the trained
ANN (denoted as net) and YL−p. Denote the error vector e
with length L− p, then for k = 1, . . . , L− p,

ek = net(
[
xk · · · xk+p−1

]T
)− xk+p. (4)

Algorithm 2 summarizes the procedure that generates N
synthetic wind speed scenarios based on trained ANN net.

D. Numerical Results and Discussion

This section presents numerical results of the procedures
presented in Algorithms 1 and 2. Fig. 1 compares 7 days of
the synthetic wind speed and that of the historical data set.
As can be seen, the synthetic scenario presents completely
different time profile compared to that of the data set, which
can be utilized to perform probabilistic analysis of wind power
generation.

Despite the completely different time profiles, the synthetic
wind speed and historical data set actually possess similar
statistical characteristics. Several key statistics of the synthetic
scenarios and data set are summarized in Table I, showing



Algorithm 2 Algorithm to generate synthetic wind speed
scenarios

1: procedure SYNTHETIC WIND GENERATE(net, N )
2: e← net(Xp×(L−p))− YL−p;
3: for n = 1, . . . , N do
4: Obtain en by sampling from elements of e for L

times;
5: for k = 1, . . . , p do
6: x̂n(k)← xw(k) + en(k)
7: end for
8: for k = p+ 1, . . . , L do
9: d←

[
x̂n(k − p) · · · x̂n(k − 1)

]T
10: x̂n(k)← net(d) + en(k)
11: end for
12: end for
13: x̂←

[
x̂1 · · · x̂N

]
14: return x̂
15: end procedure
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Fig. 1. Synthetic wind speed versus historical data set for a selected period
of 7 days.

Stats Data set Synthetic
Max 30.60 30.82

95 percentile 14.67 14.38
Mean 8.16 8.16

Median 8.09 8.29
Standard deviation 3.91 3.78

5 percentile 2.04 1.97
Min 0.02 0.01

TABLE I
COMPARISON OF KEY STATISTICS OF SYNTHETIC SCENARIOS AND

HISTORICAL DATA SET.

good alignment between the synthetic scenarios and data set.
Furthermore, Fig. 2 plots the empirical cumulative density
function (CDF) between synthetic wind speed and historical
data set, where satisfactory statistical conformance can also
be found, despite of the completely different time profile as
shown in Fig. 1. Furthermore, Table II compares the power
density of the synthetic scenarios and historical data set, again
showing good alignment between the two.

Despite the good statistical conformance discussed above,
the proposed procedure does present one drawback. As can be
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Fig. 2. Empirical cumulative density function for synthetic wind speed versus
data set.

Period Data set (dB/Hz) Synthetic (dB/Hz)
≥ 3 months 75.53 72.47
≥ 1 month 62.18 57.12
≥ 1 week 59.20 60.24
≥ 1 day 55.27 55.54
≥ 1 hour 33.06 33.45
≥ 0.5 hour 21.70 22.30
< 0.5 hour 10.50 9.92

TABLE II
COMPARISON OF POWER DENSITY OF SYNTHETIC SCENARIOS AND

HISTORICAL DATA SET.

noticed from Algorithm 1 and 2, the timing information (e.g.,
time of the year) is not taken into account when generating
the synthetic scenarios. The lack of such information does
not impact the overall statistical distribution; however, it does
impact the monthly (or even weekly) trend that the historical
data set presents. In particular, Fig. 3 compares the monthly
average wind speed of synthetic scenarios and historical data
set. It is clear that the synthetic wind speed does not preserve
the seasonal trend that exists in the data set. Note that this
may not be an issue for analysis that does not depend on
seasonal trend, but for analysis that does, such limitation can
be problematic. To overcome this, in the following section, we
proposed a revised procedure that removes the low frequency
components from the training and generation process.

III. SYNTHETIC WIND SPEED SCENARIOS GENERATION
PRESERVING SEASONAL TREND

In this section, we propose a revised procedure that re-
moves the low frequency components from the training and
generation process. In other words, the ANN is only used to
generate synthetic high frequency components, while the low
frequency components are taken from the historical data set.
We start this section by giving a brief introduction of discrete
Fourier transform (DFT) and fast Fourier transform (FFT).
More details can be found in [26].

A. Discrete Fourier Transform

Given a time series x = x0, x1, . . . , xL−1, the DFT trans-
forms it into another sequence x̄ = x̄0, x̄1, . . . , x̄L−1 defined
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Fig. 3. Monthly trend of the historical data set and synthetic scenario.

by

x̄k =

L−1∑
n=0

xn

[
cos

(
2π

L
kn

)
− i sin

(
2π

L
kn

)]
.

Denote this transform by F , we have x̄ = F(x). The inverse
discrete Fourier transform, denoted as F−1, transforms x̄ back
to x, i.e., x = F−1(x̄), and can be computed according to

xk =
1

N

L−1∑
n=0

x̄n

[
cos

(
2π

L
kn

)
+ i sin

(
2π

L
kn

)]
.

It is easy to see that x̄n denotes the amplitude of the compo-
nent at period of L

nTs (or equivalently at frequency of n
LTs

),
where Ts is the sampling interval of the time series x.

B. Revised Algorithm Preserving Seasonal Trend

According to Section III-A, given a wind speed time series
xw with length L, its Fouries transformation can be computed
by x̄w = F(xw) such that the nth element x̄n of x̄w indicates
the amplitude of the component at frequency n

LTs
. Given q

such that q
LTs

(approximately) equals to a cutoff frequency
fc, and

x̄L =
[
x̄1, . . . x̄q, 0, . . . , 0

]
(5)

x̄H =
[

0̄, . . . 0̄, x̄q+1, . . . , x̄L
]
, (6)

then the high frequency components xH and low frequency
components xL of xw can be computed by

xL = F−1(x̄L) (7)

xH = F−1(x̄H). (8)

Fig. 4 shows the low frequency and high frequency compo-
nents of the historical wind speed data set, where fc = 1.649
µHz, corresponding to a period of one week.

Once xH and xL are obtained, an ANN net_h can be
trained over xH utilized Algorithm 1, which can then be
used to generate synthetic high frequency components using
Algorithm 2. The synthetic high frequent components are
then shifted by xL to obtain the synthetic wind speed. This
procedure is summarized in Algorithm 3 and 4.
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Fig. 4. Low frequency and high frequency components of historical wind
speed data set.

Algorithm 3 Algorithm to train ANN using only high fre-
quency components

1: procedure SYNTHETIC WIND HIGH TRAIN(xw, fc)
2: x̄w ← F(xw); x̄H ← x̄w; x̄L ← x̄w;
3: q ← dfcLTse;
4: for k = 1, . . . , q do
5: x̄H(k)← 0
6: end for
7: for k = q + 1, . . . , L do
8: x̄L(k)← 0
9: end for

10: xL ← F−1(x̄L); xH ← F−1(x̄H)
11: net_h ← SYNTHETIC WIND TRAIN(xH )
12: return net_h, xL
13: end procedure

C. Numerical Results and Discussion

Fig. 5 and 6 summarize the results using Algorithms 3 and 4
with fc = 1.649 µHz. In particular, Fig. 5 plots the synthetic
wind speed versus historical data set for a selected period
of 7 days, where only the high frequency components are
synthetic. Fig. 6 compares the monthly average wind speed
of synthetic scenarios and historical data set, which shows

Algorithm 4 Revised algorithm to generate synthetic wind
speed scenarios

1: procedure SYNTHETIC WIND HIGH GENERATE(net_h,
xL, N )

2: for n = 1, . . . , N do
3: x̂1 ← SYNTHETIC WIND GENERATE(net_h, 1)
4: x̂1 ← xL + x̂1
5: end for
6: x̂←

[
x̂1 · · · x̂N

]
7: return x̂
8: end procedure
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Fig. 5. Synthetic wind speed versus historical data set for a selected period
of 7 days, with only high frequency components being synthetic.
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Fig. 6. Monthly trend of the historical data set and synthetic scenarios, with
only high frequency components being synthetic.

that the synthetic wind speed can preserve the monthly trend
exhibited in the data set. Therefore, the proposed algorithms
in this section can generate a set of wind speed profiles that
possess rich variation in terms of time series, while at the same
time preserves the seasonal trends exhibited in the data set.

Finally, Table III analyzes the impact of fc in Algorithm 3
and 4, by sweeping fc through different values. Specifically,
the root mean square error (RMSE) between synthetic wind
speed and historical data set is used to quantified the impact of
fc. As can be seen, as fc increase, higher frequency compo-
nents are removed from the training and evaluation process,
leaving less components being synthetic. Consequently, the
synthetic wind speed presents a more similar time profile com-
pared to data set, resulting a smaller RMSE, as demonstrated
in Table III.

Remark 2: Note that RMSE can also be viewed as a metric
to quantify the variation of the synthetic scenarios. Since the
goal here is to generate a time profile that is different from
historical data set, the larger RMSE the better. However, as
illustrated in Fig. 3 and 6, the larger RMSE might also reduce
the seasonal trend, which can be important for some studies

fc (µHz) Period RMSE (m/s)
0.0634 3 months 5.3503
0.3805 1 month 5.2525
1.649 1 week 4.8264
11.57 1 day 3.5168
277.8 1 hour 2.5016

TABLE III
ROOT MEAN SQUARE ERROR BETWEEN SYNTHETIC WIND SPEED AND

HISTORICAL DATA SET.

Fig. 7. Topology of the hybrid energy system configuration under study.

such as economic analysis where the electrical price presents
strong seasonal trend.

IV. PROBABILISTIC ANALYSIS OF HES

This section applies the previous results to probabilistic
analysis of a specific HES configuration, whose topology is
shown within the dotted line in Fig. 7 and includes:

• a baseline electricity generation with 180 MW capacity,
consisting of a small modular reactor (SMR), a steam
generator, a power cycle converting steam into electricity,

• a series of wind turbines as renewable power generation
source with total capacity of 15 MW,

• an energy storage element (ESE) used for power smooth-
ing of the electricity generated by wind turbines,

• a reverse osmosis (RO) plant converting saline water to
potable water by consuming electricity between 14.5 MW
and 30 MW,

• an electric vehicle (EV) charging station consuming elec-
tricity between 0 and 500 kW,

• electric grid connected to HES at a point of common
coupling and consuming 165 MW electricity from HES.

The HES is operated in such a way that it supplies 165 MW
of electricity to the power grid, and the volatility from wind
farm and EV charging station is absorbed by ESE and RO
plant. An optimization framework to flexibly operate RO plant
is discussed in [9], which relies on historical measurements
of wind speed data. To perform probabilistic analysis, 3,000
synthetic wind speed profiles are generated using Algorithm
3 and 4 with fc = 1.649 µHz.

Among these 3,000 simulation, the wind farm power has
a mean of 4.264 MW and standard deviation of 0.129 MW.



Fig. 8. Histogram of average ramp-up/-down rates for RO chemical plant.

Finally, Fig. 8 plots the histogram of the maximum RO ramp-
up and ramp-down rate required to absorb the volatility. Note
that the effect of ESE has been considered in these plots.
These results can be helpful when considering the resiliency
of the HES to accommodate both the average and worst case
scenarios.

V. CONCLUSION

This paper focuses on synthetic scenarios generation for
wind speed. In particular, artificial neural networks is utilized
to characterize historical wind speed measurements and to
generate synthetic scenarios. In addition, Fourier transforma-
tion is used to characterize the low frequency components
in historical data set, allowing the synthetic scenarios to
preserve seasonal trend. The synthetic wind speed scenarios
are then utilized to perform probabilistic analysis of a hybrid
energy systems, which includes nuclear power plant, wind
farm, battery storage, EV charging station, and desalination
chemical plant. Wind power availability and requirements on
component ramping rate are then investigated. Future work
includes parallel computing to allow fast scenarios generation
and HES simulation. Designing the optimal ANN architecture
is another future direction.
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