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a b s t r a c t

Hybrid energy systems consisting of multiple energy inputs and multiple energy outputs have been
proposed to be an effective element to enable ever increasing penetration of clean energy. In order to
better understand the dynamic and probabilistic behavior of hybrid energy systems, this paper proposes
a model combining Fourier series and autoregressive moving average (ARMA) to characterize historical
weather measurements and to generate synthetic weather (e.g., wind speed) data. In particular, Fourier
series is used to characterize the seasonal trend in historical data, while ARMA is applied to capture the
autocorrelation in residue time series (e.g., measurements with seasonal trends subtracted). The
generated synthetic wind speed data is then utilized to perform probabilistic analysis of a particular
hybrid energy system configuration, which consists of nuclear power plant, wind farm, battery storage,
natural gas boiler, and chemical plant. Requirements on component ramping rate, economic and envi-
ronmental impacts of hybrid energy systems, and the effects of deploying different sizes of batteries in
smoothing renewable variability, are all investigated.

© 2016 Elsevier Ltd. All rights reserved.
1. Introduction

Hybrid energy systems (HES) consisting of multiple energy
generations/utilizations have been proposed to be an effective
element to increase renewable energy penetration, [1e10]. Prior
works have been focused on dynamic modeling, simulation, con-
trol, and optimization for HES [6e10]. These results suggest that,
from both technical and economic point of view, HES can be
operated under flexible operations schedules to accommodate the
variability introduced from renewable generation, modern loads
(such as electric vehicles), andmarkets. However, these prior works
model the renewable generations using historical weather condi-
tion, for which only a limited number of measurements database
are available.

To address this limitation, the objective of this paper is to
develop a mechanism for generating synthetic weather scenarios,
e.g., wind speed data, which are statistically conformed to the
actual measurements but posses different temporal profile. In
particular, a combined model with Fourier series and autore-
gressive moving average (ARMA) is utilized to characterize the
gmail.com (J. Chen).
seasonal trends in the yearly measurements and the autocorrela-
tion in the residues (i.e., measurements with seasonal trends sub-
stracted). The model with identified parameters is then able to
generate synthetic wind speed data, where the synthesis step
consists of generating independent white noise for each time step,
utilizing ARMA model and the synthesized white noise to compute
residues for each time step, and finally adding the Fourier series
representing seasonal trends. An illustration of the process can be
found in Fig. 1. The model is implemented as part of the Risk
Analysis Virtue ENvironment (RAVEN) [11] developed at Idaho
National Laboratory. To validate the trained model and the corre-
sponding synthetic wind speed data, key statistics computed from
actual wind speed measurements (database) as well as those from
synthetic data are compared, including mean, variance, quantiles,
and empirical cumulative distribution function.

The synthetic wind speed data will in turn be utilized to analyze
a particular hybrid energy system configuration to understand its
technical, economical, and environmental values. The specific HES
configuration studied in this paper includes a nuclear power plant,
wind farm, battery storage, natural gas boiler, and chemical plant.
The HES model will be simulated with 3000 synthetic wind speed
scenarios, while various probabilistic analysis are performed to
understand: (1) requirement on component power output and
ramping rate in order to accommodate variability introduced by
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Fig. 1. Implemented flow diagram in RAVEN (Risk Analysis Virtual ENvironment).
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renewable generation; (2) effects of employing different sizes of
batteries for variability smoothing; and (3) variance on environ-
mental and economic impacts of HES. The contribution of this pa-
per is highlighted as follows: (1) a computationalmodel, combining
Fourier series and ARMA, is proposed to synthesize artificial wind
speed data with consistent characteristics with data base; (2)
Monte Carlo simulation and probabilistic analysis are performed for
hybrid energy systems; (3) the effect of battery in smoothing
variability of wind power generation is investigated; and (4)
financial viability of hybrid energy systems is proven to be robust
with respect to uncertainties in wind power generation.

The rest of this paper is organized as follows. Section 2 reviews
related work in literature. Section 3 presents the theoretical foun-
dation of the proposed model, while Section 4 formally presents
the algorithm for synthetic scenarios generation and its imple-
mentation. The HES configuration under study is presented in
Section 5, and results onmodel validation and probabilistic analysis
of HES are given in Section 6. Finally, Section 7 concludes the paper.

2. Literature review

This section reviews relatedworks on synthetic wind speed data
generation as well as hybrid energy systems.

2.1. Point forecast v.s. scenario generation

Two types of research have been conducted in literature con-
cerning weather data analysis, i.e., point forecast and scenario
generation. The former focuses on predicting exact future values for
a given time span [12], i.e., predicting exact waveform, while the
objective of the latter is to generate waveform that has same sta-
tistical characteristics (mean, volatility, autocorrelation, etc) with
those from database [13]. The time span for point forecast can be
very short term (from seconds to 30 min) [14], short term (30 min
to 6 h) [15,16], medium term (6 h to 1 day) [17] or long term (1 day
to 1 week or more) [18], while the time span for scenario genera-
tion is usually long term (1 day to 1 year) [13,19].

2.2. Wind speed prediction

Even though this paper doesn't focus on point forecast, existing
work in this area are summarized below for the sake of
completeness. Point forecast techniques are categorized into
physical approach and statistical approaches, [12,20e22]. Physical
approaches use meteorological data, which is good for long term
prediction but lack of short term accuracy [20]. Statistical ap-
proaches provide accurate short-term results, but their reliability in
long-term prediction is questionable [21]. Statistical approaches are
further categorized into artificial neural network (ANN) [12] and
time-series models [22], both of which can be trained over histor-
ical data and metrological data.

Some latest research combines a variety of techniques for more
accurate prediction. Reference [23] combines wavelet transform
with autoregressive (AR) model. Firstly wavelet method is applied
to decompose original time series into a number of different sub-
series. Then AR model is built for each sub-series for prediction in
its domain. Finally aggregating prediction in each sub-series pro-
vides the final forecasting. Reference [24,25] use Kalman filter to
improve available NWP forecast on wind speed. Letmt be the NWP
forecast, yt be its error (the difference betweenmt and the real). The
relation between yt and mt is assumed to be:
yi ¼ x0;t þ x1;tmt þ x2;tm2

t þ/þ xn;tmn
t þ vt . Then the goal is to

estimate parameter Xt to fine tune future NWP forecast yt . The state
and output equations become:

Xt ¼ Xt�1 þwt

yt ¼ Htxt þ vt ;

where Ht is ½1;mt ;m2
t ;…;mn

t �. Kalman filter is readily applied here.
Other approach in point forecast of wind speed includes

Mycielski approach [26] and grey model [27], where [26] predicts
the next value in currently ongoing random process by the longest
repeating data chain that has shown up in the past data sequence.
Reference [27] uses Grey model for wind speed prediction. Let X be
the time series, then the grey model is expressed as dX

dt þ aX ¼ b.
The only two parameters a and b can be estimated from available
historical measurement data, and the prediction of next value is

given by bXðiþ 1Þ ¼
�
Xð1Þ � b

a

�
e�ai þ b

a .

2.3. Wind speed scenario generation

The synthetic data generation has been studied in the literature
[28], where different synthesis algorithms have been proposed. The
simplest yet intuitive algorithm is the empirical approach, which
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multiplies the empirical time series by a constant. Another
approach combined empirical approach with ARMA model, where
the ARMA model is not used to generate the data of interests
directly but the noise term that will later be added to the empirical
time series. For example [29], uses ARMA to generate prediction
errors, and adds the sampled prediction errors to the historical
data. The ARMA model itself has also been proposed to generate
wind speed scenarios. For example [30e32], use ARMAor ARmodel
to fit available wind speed data, and then use the fitted ARMA
model, together with sampled white noise, to generate scenarios.
The original time series may need to be transformed into Gaussian
distribution by its marginal distribution (either empirical or fit to a
parametric distribution) to satisfy the assumption of ARMA.
Reference [31] further normalizes the transformed time series with
respect to each hour for each month. Reference [33] uses AR-
GARCH (autoregressive generalized autoregressive conditional
heteroskedasticity) model for wind speed prediction, which allows
the regression of both mean and variance. Seasonal terms were
added in the mean regression to account for seasonal effect. The
prediction output, in terms of the mean and variance of the wind
speed/power, can then be sampled to generate both sample paths
and point forecast.

Gaussian process and neural network have also been found in
literature for scenario generation. Reference [34] uses Gaussian
process for point prediction, which takes metrological data as input
and wind prediction as output. Reference [35] applied similar
methodology over historical wind speed data. After choosing
proper covariance function, the hyper-parameters can be estimated
by maximum likelihood function. Note that these work focus on
point prediction instead of scenario generation, but since the esti-
mated model is a distribution, sample path can also be synthesized.

Authors in Ref. [36] use factor analysis for scenario synthesis,
which is a statistical method to describe variability among
observed correlated variables in terms of a potentially lower
number of unobserved variables (called factors). Let X be the
observed data, its linear representation over factors can be written
as X ¼ LF þ E, where L is called loading matrix and F is called fac-
tors. The dimension of F represents the number of factors. E is
random noises with covarianceF. Values for L,F and F can be found
by fitting the observation covariance S ¼ covðXÞ into LLT þ F. In
wind application, data needs to be normalized before applying
factor analysis. Sample path generations follow as simulating the
random noise E to generate randomized X and de-normalizing.
Reference [37] computes power spectrum density (PSD) through
measurement data or through AR(MA) model of the data, predicts
PSD based on future capacity, and generates sample waveform by
inverse FFT of predicted PSD. When doing so, phase angles are
determined by genetic algorithm to fit certain statistical charac-
teristics including: uniform distributed phase angle, minute-to-
minute difference distributed as Laplace, ramping distribution, etc.

2.4. Hybrid energy systems

Energy systems utilizing more than one type of resources or
generating more than one type of energy output have been widely
studied in literature [1e10,38e63]. For example, combined heat
and power (CHP) systems [38e41] produce both thermal and
electric outputs, while hybrid renewable energy systems (HRES)
[42e49] integrate different energy resources (e.g., wind, solar, or
baseload generation) to generate electricity. Technical and/or eco-
nomic analysis of hybrid systems can be found in
Refs. [1,2,10,50e52]. For example, it is found in Ref. [50] that grid
connected hybrid systems have a higher level of adaptation than
standalone ones. Accordingly, optimization problems for integrated
systems are also investigated in the literature. Design and analysis
of HRES are studied in Refs. [53e55] by using different optimization
strategies (i.e., simulated annealing, response surface methodology,
etc). Reference [56e59] study the design optimization problem for
hybrid systems, in which the sizes of different components are
optimized, given an economic/technical objective function. On the
other hand, operations optimization of distributed energy systems
were studied in Refs. [10,60e62], where [10] proposes a compu-
tational framework for operations optimization of hybrid energy
system considering both day ahead and real time electricity mar-
kets as well as ancillary service market, while [60] includes also the
exergy efficiency in the optimization process. Reference [63] re-
views different optimizations techniques that have been applied to
sustainable and renewable energy systems, including wind, solar,
hydropower, bioenergy, geothermal, and hybrid systems.
3. Theoretical foundation

3.1. ARMA model and identification

Autoregressive moving average (ARMA) model provides a
mathematical framework to characterize stationary processes by
imposing a linear dependence among the variables and a series of
white noise [30]. An ARMA model with orders p and q, often
referred to as ARMA(p,q), is given as [64]:

xt ¼
Xp
i¼1

fixt�i þ at þ
Xq
j¼1

qjat�j; (1)

where the process variable x is a vector of dimension n, and pa-
rameters fi for i ¼ 1;…; p and qj for j ¼ 1;…; q are both n by n
matrices. The noise term a is usually assumed to be white noise.
When q ¼ 0, the model reduces to autoregressive (AR) model;
when p ¼ 0, it is called moving average (MA) model.

Given an ARMA(p,q) model, identification of its parameters fi’s
and qj’s can be done by computing either maximum likelihood
estimator (MLE) or nonlinear least square estimator. Below is an
overview of the parameter estimation procedure. A more detailed
treatment of time series and ARMAmodel can be found in Ref. [64].

Suppose there are T number of measurements of the process
variable x, denoted as x1; x2;…; xT . Denote the covariance of a to be
S, and

S ¼

2
664
s21

s22
1

s2n

3
775:

Define the parameters to be estimated as
h :¼ ðf1;…;fp$q1;…; qq; s21;…; s2nÞ. Given the T measurements, the
likelihood function over h can be written as:

LðhÞ ¼ f ðx1;…; xT jhÞ
¼ f ðx1jhÞf ðx2jh; x1Þ/f ðxT jh; x1;…; xT�1Þ

¼ Q
t¼1

T 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2pÞn��S��q exp

�
� 1
2
bat

0S�1bat

�
;

where the estimation of the error term at time t, i.e., bat is recur-
sively computed as:

ba1 :¼ x1 (2)
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ba2 :¼ x2 � ðf1x1 þ q1ba1Þ (3)

ba3 :¼ x3 � ðf1x2 þ f2x1 þ q1ba2 þ q2ba1Þ (4)

«

bat :¼ xt �
0
@ X

i¼1

minðp;t�1Þ
fixt�i þ

X
j¼1

min q;t�1ð Þ
qjbat�j

1
A: (5)

Furthermore, the log-likelihood function, i.e., logLðhÞ, can be
expressed as:

logLðhÞ ¼ �nT
2

logð2pÞ � T
2
logjSj � 1

2

XT
t¼1

bat
0S�1bat : (6)

The MLE of h is then given by bh that maximizes the above log-
likelihood function, i.e.,

bh :¼ arg max logLðhÞ: (7)

On the other hand, given the estimators (2)e(6) of the noise
term, the nonlinear least square estimate of h is given by finding the
optimal bh that minimizes the sum of squares of the errors. In other
words:

bh :¼ arg max rðhÞ;

where rðhÞ is defined as:

rðhÞ :¼
X
t¼1

t bat
0bat :

In this paper, the MLE as given in (8) is adopted for model
identification. Given measurement data, the parameters p and q are
chosen as following. Though larger values of p and q will generally
result in a better fitting of the data, such “better fit” can be a result
of overfitting. To balance between good data fitting and prevention
of overfitting, two selection criteria are widely used, namely Akaike
information criterion (AIC) and Bayesian information criterion
(BIC), defined as:

AICðp; qÞ ¼ log
�bs2

�
þ 2ðpþ qÞ

T

BICðp; qÞ ¼ log
�bs2�þ logðTÞðpþ qÞ

T
;

where bs2 is the determinant of STS. It is not hard to see that the
first term on the right hand size captures how the model fits to the
data, while the second term penalizes larger model to prevent
overfitting. Note that usually BIC penalizes large models more than
AIC. In this paper, BIC is chosen for model selection.
3.2. Seasonal trend and normality transform

Two assumptions of ARMA limit its usage to model data. One is
that the process (1) is stationary, and the other being that the
process variable x shall be normally distributed. Regarding the
stationarity, seasonal ARMAmodel is used to mitigate the difficulty.
In other words, the data is first “detrended” by a combination of
Fourier series, and the residues between original database and the
Fourier series are then used to train the ARMA model. The Fourier
series used in this paper is given as:

Ft :¼
X
k

faksinð2pfktÞ þ bkcosð2pfktÞg: (8)

The set of frequency ffkg is user-defined parameters, and the
coefficient fakg and fbkg can be estimated by linear regression.

In general, renewable source and load profile do not satisfy the
normality assumption, even after seasonal trends being extracted.
However, this problem can be moderately mitigated by properly
transform the data so that the transformed data has Gaussian
property [30,31,64]. Define a new stochastic process y, which has a
standard normal distribution, as follows:

yt :¼ F�1½f ðxt � FtÞ�; (9)

where f is the empirical cumulative distribution function (CDF) of
the residues and F is the CDF function of the standard normal
distribution.

Note that the above procedure removes the seasonal trends
from the original data x and transform the residues into stochastic
process y that is normally distributed. The transformed data is then
used to find the ARMA model parameters fi’s and qj’s. The trained
ARMA model can then be used to simulate process y, which is in
turn used to generate the scenarios by an inverse transformation, as
following:

xt :¼ f�1½FðytÞ� þ Ft : (10)
3.3. Data pre-processing

The database used in this study spans over multiple years. To
train an ARMAmodel, one year data is enough to achieve parameter
convergence. However, to ensure that the trained model possesses
the typical statistical characteristics from the database, a pre-
processing step is applied to translate multi-year data into
“typical”-year data that spans exactly one year.

The pre-processing is a simplified procedure of [65], which se-
lects individual months from different years in the database. For
example, all the Januarys are examined and the one determined as
most typical would be selected (see below). This procedure con-
tinues until all the months of the year are examined and then the
twelve selected typical months are concatenated to form a com-
plete typical year. To select a typical month, the empirical CDF of
the interested variable (i.e., wind speed in this case) of the entire
multi-year database is computed, termed as long term CDF. Then
the CDF over each candidate month is also computed, and the
typical month is selected based on the Finkelstein-Schafer (FS)
statistics [66] between the candidate month's CDF and the long
term CDF. The FS statistics is defined as following:

FS ¼
X
xi

FSxi

FSxi ¼
1
N

X
n¼1

N

dn

where N is the number of value reading in the empirical CDF and dn
is the absolute difference between the long term CDF and the
candidate month's CDF at value xni . The candidate month with
minimal FS statistics will be selected. Such process repeats for every
month of the year, and then all the typical months will be
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concatenated to yield a complete year.

4. Algorithm and implementation

In this section, the procedure used to identify seasonal trends
and ARMA model, and to generate scenarios is described. As can be
seen from Fig. 1, the process consists of three major steps, namely,
data pre-processing and detrending, model characterization, and
scenarios generation.

4.1. Algorithm 1

Step 1 Data pre-processing and detrending. This step includes
two micro-steps.
(a) For the given database (e.g., wind speed measurements),

generate the typical year time series from the multi-year
data according to the procedure in Section 3.3.

(b) Compute coefficient for Fourier series of equation (8) by
linear regression.

Step 2 Model characterization. This step includes two micro-
steps.
(a) Compute the empirical CDF from residues fxt � Ftg, and

transform the residues into normal dataset fytg according to
equation (9);

(b) Fit the ARMA model into normal dataset fytg according to
equation (7) and Bayesian information criterion, yielding
optimal model ARMA(p,q) with parameters p, q, fi for
i ¼ 1;…; p and qj for j ¼ 1;…; q.

Step 3 Scenarios generation. This step includes the following
micro-steps.
(a) Simulate N number of independent standard normal errors

fatg, where N is the number of measurements in a one-year
time series;

(b) Simulate N transformed normal variable fytg according to
the identified ARMA(p,q) specified in equation (1);

(c) Transform the normal dataset fytg into residues according
to (11);

(d) Add the seasonal trends Ft identified in Step 1(b) into the
residues to yield the complete scenario;

(e) Repeat Step 3(a)-(d) until the desired number of scenarios is
achieved.

The above algorithm is implemented as part of RAVEN (Risk
Analysis Virtual ENvironment) [11] that is currently developed in
Idaho National Laboratory (INL) using Python programming
language.

5. HES configuration and economic model

A hybrid energy system (HES) that integrates wind power
generation and nuclear power plant was studied in Refs. [6,7,9,10],
which is analyzed in this paper. The HES under study is shown in
Fig. 2, which includes the following components:

� a heat generation plant with 180 MW capacity,1 consisting of a
small modular reactor (SMR) and a steam generator, denoted as
primary heat generation (PHG),

� a series of steam turbines, feedwater systems, and heaters,
paired with an electric generator that converts steam into
electricity, denoted as thermal-to-electrical conversion (TEC),
1 For simplicity, all power calculations will be expressed using the electrical
equivalence (in MW) of the particular power stream, assuming fixed thermal-to-
electrical conversion efficiency.
� a series of wind turbines as renewable power generation source,
denoted as REN (renewable), with total capability of 45 MW,

� electrical storage (i.e., a system scale battery set) used for power
smoothing of the electricity generated by REN, denoted as en-
ergy storage element (ESE),

� a gasoline production plant (GPP) able to utilize process steam
up to 45 MW and convert natural gas (NG) and water into gas-
oline (and liquefied petroleum gas [LPG]),

� an auxiliary heat generation (AHG), which is a NG fired steam
generator boiler plant of up to 45 MW capacity that generates
additional on demand steam for GPP,

� electric grid connected to HES at a point of common coupling
and consuming electricity up to 180 MW, and

� operations optimizer that computes operations schedule and
energy distribution among HES components, according to
various market dynamics and renewable generations, for
maximal economic performance.

In the following, we briefly describe the modeling of wind po-
wer generation unit and the economic model. For the detailed
modeling of the rest components, please refer to [6,7,9,10]. The
wind farms consist of 30 wind turbines, each rated at 1.5 MW and
located on a 2 square kilometer site for amaximum of about 45MW
generation at full production. Each wind turbine is thenmodeled as
a mapping function fromwind speed to power output, as shown in
Fig. 3, which includes four operating regimes separated by critical
wind speed values. When wind speed is below a minimum cut-in
velocity (e.g., 3 m/s), the kinetic energy is insufficient to cause
any blade rotation, thus there is no electricity being produced.
When wind speed is above a cut-out velocity (e.g., 25 m/s), for
safety reasons a braking system is activated to prevent blade
rotation, thus again there is no electricity being produced. When
the wind speed is between the rated (e.g., 14 m/s) and cut-out
velocity values, the turbine provides a steady maximum electrical
power output, referred to as rated power. Finally, for wind speed
between the cut-in and rated speeds, the power is calculated ac-
cording to:

EREN :¼ 0:5hrU3pd
2

4
; (11)

where h is the conversion efficiency of the wind turbine, r is the
density of the air at the site, U is the wind speed, and d is the
diameter of the turbine blades. In this study the values used for
each parameter in equation (11) are: h ¼ 35%, r ¼ 1:17682 g=m3,
d ¼ 58:13 m.

An economic model to evaluate the financial viability of HES is
studied in Refs. [9,10], in which both payback time and internal rate
of return are analyzed. In particular, net present value (NPV) is
defined as follows [67]:

NPV ¼
XN
k¼0

FCFFR;k
ð1þ rRÞk

; (12)

where N is the years of operations of HES, rR denotes the discount
rate used in computing weighted average cost of capital (WACC),
and FCFFR;k is the real discounted Free Cash Flow to Firm for year k.
For a fixed discount rate, payback time, the period of time required
to recoup the expense of an investment [68], is defined as the years
of operations such that the net present value (NPV) equals 0, i.e.,

Tpb ¼ argN ½NPV ¼ 0�: (13)

On the other hand, internal rate of return (IRR) is used to
measure and compare the profitability of investments. For a fixed N



Fig. 2. Topology of the hybrid energy system configuration considered in this paper.
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Fig. 4. Wind speed data used to train the model: (a) Typical year data; (b) Seasonal
trend extracted from typical year data.

2 Downloaded from the Eastern Wind dataset maintained by NREL (National
Renewable Energy Laboratory) at http://www.nrel.gov/electricity/transmission/
eastern_wind_dataset.html on November 21, 2014.
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years of operations, it is defined as the value of discount rate such
that NPV equals 0 [67], i.e.,

IRR ¼ argrR ½NPV ¼ 0�: (14)

Please refer to [6,7] for more details of this HES configuration
and to [9,10] for its economic evaluation.

6. Results and discussion

6.1. Model characterization and validation

This section presents the results on model characterization. The
wind speed database2 used to train the model consists of three
years data, namely the years of 2004, 2005, and 2006. The typical
year data is formed by the procedure discussed in Section 3.3, and is
shown in Fig. 4(a). Furthermore, Table 1 shows the constitution of
the typical year data. Seasonal trends, extracted from typical year

http://www.nrel.gov/electricity/transmission/eastern_wind_dataset.html
http://www.nrel.gov/electricity/transmission/eastern_wind_dataset.html


Table 1
Constitution of typical year data.

Month From the year of

January 2005
February 2006
March 2004
April 2004
May 2006
June 2006
July 2006
August 2006
September 2004
October 2004
November 2004
December 2005

Table 2
Optimal parameter for ARMA of equation (1).

Parameter Identified value

p 1
q 2
f1 0.96492115
q1 0.35438419
q2 0.03969797

s21 0.03603672
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Fig. 5. Synthetic wind speed scenario and the actual database for selected 7 days.

Table 3
Comparison between synthetic scenario and database.

Variable Database Synthetic

Mean (wind speed) 8.078 8.088
Standard deviation (wind speed) 3.392 3.372
Mean (step to step difference) 0 0
Standard deviation (step to step difference) 0.659 0.642
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Fig. 6. Quantile-Quantile plot (qq-plot) between the synthetic scenario and actual
database.

J. Chen, C. Rabiti / Energy 120 (2017) 507e517 513
data and modeled as Fourier series of equation (8), is given in
Fig. 4(b). Finally, Table 2 provides parameters for ARMA model of
equation (1).

Fig. 5 plots the synthetic wind speed scenario (generated by the
identified model) and the actual database for selected 7 days. As
can be seen, the synthetic scenario and actual database exhibit
similar dynamics and volatility. Furthermore, Table 3 compares
several key statistics (mean, standard deviation, etc) between the
synthetic and actual database, showing identical statistics between
these two. The Quantile-Quantile plot (qq-plot) between the syn-
thetic scenario and actual database is given in Fig. 6, while Fig. 7
compares the CDF of synthetic scenario and actual database, both
suggesting good match between synthetic wind speed scenarios
and actual database. These results suggest that the presented
model can produce synthetic wind speed scenario with same sta-
tistical characteristics as the actual database.

Furthermore, to demonstrate the benefit of the synthetic sce-
narios, Fig. 8 plots the actual wind speed together with 100 syn-
thetic scenarios, where each synthetic scenario possesses very
different time profile from the actual database. Considering that the
synthetic data possesses same statistical characteristics with
database while having different temporal profile, they can be used
for Monte Carlo simulation and risk analysis of energy integration
systems, while avoiding bias introduced by using the same data-
base. In the following sections we utilize the synthetic scenarios for
probabilistic analysis of the HES configuration introduced in Sec-
tion 5.

6.2. Probabilistic analysis of HES

In this section 3000 synthetic wind speed scenarios are gener-
ated, which are then used to simulate the HES configuration
introduced in Section 5.

Fig. 9 plots the histogram of the wind turbine power output. As
can be seen, frequency decreases exponentially with the increase of
power, while there is a sudden increase at 45 MW (i.e., full pro-
duction rate of thewind farm) due to the saturation of wind turbine
power output (see Fig. 3).

In all of the simulations, the HES is operated in such away that it
provides constant electricity output of 180 MW to the power grid,
while the output of AHG is fluctuated to compensate the energy
needs of GPP. For more information on the dynamic operations of
this HES configuration, please refer to [7,9,10]. Fig. 10 shows the
wind turbines output and AHG output for selected 7 days, based on
actual wind speed database. It can be seen that it requires the AHG
to dynamically ramp up or down its power output in order to
maintain the GPP at its constant production rate. Fig. 11 shows the
histogram of average ramping rate of each yearly synthetic wind
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speed scenario for 3000 simulations. In particular, it requires AHG
to ramp averagely 0.167MW/min in order to absorb the volatility in
the wind farm production. As discussed in Refs. [7,9,10], a battery
storage can be used to smooth the variability of the wind farm
production before sending the renewable power to HES. To analyze
the effects of such battery storage, multiple Monte Carlo simula-
tions are performed, each with different battery size, namely, no
battery, 20 MWh, 40 MWh, and 80 MWh. Fig. 12 plots the box plots
of maximumyearly rates on AHG ramping up and down, suggesting
less AHG ramping is needed if larger battery is employed to smooth
renewable generation. Fig. 12 also suggests that, under current HES
configuration, the battery has better effects on relaxing the AHG
ramping down requirement than that of ramping up.

Fig. 13 plots the box plots of annual natural gas usage by AHG for
different battery sizes. Since the annual natural gas usage is
dependent on the total wind power production instead of its
volatility, it is not affected by the battery size, as can be seen from
Fig. 13.

An economic model to evaluate the financial viability of HES is
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Fig. 11. Histogram of yearly average ramping rate of AHG for 3000 synthetic scenarios.
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Fig. 12. Box plots of yearly maximum AHG ramping up and down rates for 3000
synthetic scenarios with different battery size.
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studied in Refs. [9,10] and briefly discussed in Section 5. To measure
the economic risk of investing on this particular HES configuration,
two economic figures of merits are analyzed, namely, payback time
and internal rate of return. Payback time is defined as the period of
time required to recoup the expense of an investment [68], while
internal rate of return (IRR) is used to measure and compare the
profitability of investments. For more details in computing payback
time and IRR for HES, please refer to Section 5 and [9,10]. In partic-
ular, 3000 synthetic wind speed scenarios are generated to simulate
theHES for economic value computation. Consequently, Fig.14 plots
the histogram of payback time, while Fig.15 presents the box plot of
the IRR. Both results suggest that only a small deviation is present
regarding the economic value of HES in these 3000 Monte Carlo
simulations, further concluding its economic viability and robust-
ness against uncertainty in renewable generation.
7. Conclusion

This paper proposed a computational model to generate
synthetic wind speed scenarios, which are shown to possess the
same statistical characteristics with historical measurements. The
proposed model is based on Fourier series and autoregressive
moving average model, the former of which is used to capture the
seasonal trends while the latter to characterize the autocorrelation
among residues. The synthetic wind speed data was then used to
analyze a particular HES configuration to understand its technical
and economic values. Probabilistic analysis shows that the utiliza-
tion of a battery storage can effectively reduce the ramping rate
requirement on auxiliary heat generator, and the larger battery the
better relaxation on ramping requirement. Two key economic
values, i.e., payback time and internal rate of return, are also
computed for 3000 synthetic scenarios, where the results show
that the economic value of this HES configuration is robust against
the uncertainty in the renewable generation, proving its economic
viability.
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