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ABSTRACT
Model predictive control (MPC) is advantageous for autonomous vehicle path tracking but suffers from high computational
complexity for real-time implementation. Event-triggered MPC aims to reduce this burden by optimizing the control inputs only
whenneeded instead of every time step. Existingworks in literature have been focused on algorithmic development and simulation
validation for very specific scenarios. Therefore, event-triggered MPC in real-world full-size vehicle has not been thoroughly
investigated. This work develops event-triggered MPC with switching model for autonomous vehicle lateral motion control, and
implements it on a production vehicle for real-world validation. Experiments are conducted under both closed road and open road
environments, with both low speed andhigh speedmaneuvers, aswell as stop-and-go scenarios. The efficacy of the proposed event-
triggered MPC, in terms of computational load saving without sacrificing control performance, is clearly demonstrated. It is also
demonstrated that event-triggeredMPC can sometimes improve the control performance, evenwith less number of optimizations,
thus contradicting to existing conclusions drawn from simulation.

1 Introduction

Autonomous vehicles (AV) promise to significantly impact
our future by making roads safer, making transportation more
accessible, and cutting transportation costs [2–7]. To make
autonomous driving a reality, researchers are developing
complex motion control algorithms to ensure the vehicle can
track the desired path. Among many methods for AV motion
control, model predictive control (MPC) stands out for its ability

to handle complex optimization challenges and constraints,
offering a robust solution [8–10]. For example, in [10], MPC is
used for trajectory tracking for multi-vehicle racing scenario
where the trajectory is planned by a Nash–Stackelberg nested
game framework. Meanwhile, the stability and feasibility of MPC
has also been extensively studied [11–13].

However, traditional MPC requires a particularly large amount
of real-time computation, so it is a challenge for vehicles with

Some results on closed road testing have been presented in IEEE International Conference on Electro Information Technology [1], which incorrectly analyzes event-trigger frequency with inaccurate
conclusion. This paper corrects these oversights, extends the controller to work on full speed range, adds the test results and analysis on open road tests, and offers new insights to explain the
contradictory conclusions between real-world test and simulation analysis.
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limited computing power. To address this issue, event-triggered
control [14–19] has been integrated into MPC. The resulting
event-triggered MPC aims to reduce the computational resources
by initiating the optimization process only when essential,
determined by the system states or predefined criteria [20–27].
The studies on the feasibility and stability of event-triggered
MPC for different types of systems are explored in various works,
such as [28] for continuous-time nonlinear systems and [29,
30] for discrete-time systems. Event-triggered MPC has been
investigated in the context of AV [31–40]. For example, in [31],
the application of event-triggered MPC to vehicle-following
dynamics addresses challenges such as unreliable vehicle-to-
vehicle communication. Additionally, event-triggered MPC is
implemented in [34] to simultaneously perform path tracking
control and collision and obstacle avoidance. Moreover, [36]
focuses on vehicle platooning, implementing event-triggered
MPC for longitudinal control to ensure precise inter-vehicle
spacing, and the challenge of cooperative path following
involving multiple vehicles is addressed in [37, 38].

Finally, reinformance learning-based event-triggered MPC for
addressing AV path tracking challenges are investigated in [39,
40]. The aforementioned studies collectively underscore the
potential of event-triggered MPC not just in reducing computa-
tional demands but also in maintaining and in some instances
enhancing, operational accuracy across a range of AV applica-
tions.However, it is worth noting thatmost of thesework focus on
a very specific range of driving speed and rely on simulation tools
such as Matlab/Simulink or CARLA to test the computational
efficiency and control performance of event-triggered MPC,
while the challenges of real-world implementations and on-road
testings are often overlooked.

Although event-triggered MPC has demonstrated significant
benefits in simulation environments, its implementation and
validation in realistic settings has not been reported. To fill this
gap, our study undertakes a real-world experimental validation
of event-triggered MPC for AV path tracking by developing an
event-triggered MPC motion controller that works for full speed
range and implementing it in a production full-size vehicle
equipped with a Calmcar front view camera, a Dspace Autera
computing unit, a drive-by-wire system, and a Polynav 2000P
GNSS-inertial system. Note that the GNSS system plays a crucial
role by providing real-time location data to the control systems,
while a previously recorded GNSS path serves as the target
trajectory for the tests. Extensive tests are conducted to explore
the tracking accuracy and efficiency of event-triggered MPC in
both low and high speed path tracking scenarios, through which
we demonstrate the practical benefits and robustness of event-
triggeredMPC in real-world settings, underlining its potential for
path tracking in autonomous driving systems.

In particular, the contributions of this paper include:

1. To avoid the numerical singularity due to inaccurate time
model at low speed, a switching prediction model between
dynamic model (with tire force model) and a kinematic
model (without tire force model) is developed and imple-
mented in MPC. Therefore, the proposed event-triggered
MPC motion controller works at full speed range.

2. The proposed event-triggered MPC lateral motion control is
implemented in a full-size vehicle, together with a conven-
tional time-triggered MPC for benchmarking.

3. Extensive experiments are conducted for both closed road
and open road environments, the latter of which includes
high speed cruising, low speed turns, as well as stop-and-go
manoeuvres.

4. Our findings demonstrate that event-triggered MPC not
only reduces computational demand compared to the con-
ventional time-triggered MPC but also enhances control
accuracy, hence contradicting to the conclusions drawn
by simulation study in [32]. This enhancement in control
performance is attributed to event-triggered MPC’s ability
to instantly adjust control actions without delay whenever
optimization triggers are not activated.

The remainder of this paper is organized as follows. Section 2
discusses the vehicle kinematic and dynamic models, which
will be used as prediction model for MPC. The algorithm of
time-triggered MPC and event-triggered MPC are presented in
Section 3. The experiment setup and test results are discussed in
Section 4, while the paper is concluded in Section 5 with future
work directions.

2 Switching Prediction Models

To accommodate both high speed and low speed scenarios, a
kinematic bicycle model is used for low speed situations, while
a dynamic bicycle model is applied in high-speed conditions.
Note that in low speed, the lateral tire force model can be highly
inaccurate, resulting in a stiff optimization problem. Therefore,
the use of kinematic model at low speed is commonly adopted
in literature [41], while during high-speed driving, the dynamic
characteristics of the vehicle, such as air resistance, tire-to-road
friction, and the distribution of the vehicle’s mass, can signif-
icantly influence its behaviour. Therefore, to more accurately
predict the vehicle state at high speed, a dynamic model is
adopted in this paper for high speed manoeuvres. Consequently,
the MPC motion control then employs a switching prediction
model, i.e. kinematicmodel during low speed and dynamicmodel
during high speed. More specifically, for experiments discussed
later in Section 4, the kinematic model is used whenever the
vehicle speed is less than 10 m/s and otherwise the dynamic
model is used. This section briefly discusses both kinematic and
dynamic models. More details can be found in [41].

2.1 Vehicle Kinematic Model

The vehicle kinematic bicycle model is illustrated in Figure 1. We
define the state vector 𝑥 =

[
𝑝𝑥 𝑝𝑦 𝜓

]𝑇
at the vehicle’s centre of

gravity (CG). Here, 𝑝𝑥 and 𝑝𝑦 denote the longitudinal and lateral
positions of the vehicle, while 𝜓 represents the vehicle’s heading
angle, with all states being relative to the vehicle frame. The
time derivative of this state vector is given by 𝑥̇ =

[
𝑝̇𝑥 𝑝̇𝑦 𝜓̇

]𝑇
,

defined as follows.

𝑝̇𝑥 = 𝑉 cos(𝜓 + 𝛽) (1a)
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FIGURE 1 Vehicle kinematic bicycle model.

FIGURE 2 Vehicle dynamic bicycle model.

𝑝̇𝑦 = 𝑉 sin(𝜓 + 𝛽) (1b)

𝜓̇ =
𝑉 cos(𝛽)

𝐿𝑥𝑓 + 𝐿𝑥𝑟
(tan(𝑢𝑓) − tan(𝑢𝑟)) (1c)

𝛽 = arctan

(
𝐿𝑥𝑟 tan(𝑢𝑓)

𝐿𝑥𝑓 + 𝐿𝑥𝑟

)
, (1d)

where 𝛽 represents the slip angle of the vehicle, 𝑉 denotes the
velocity of the vehicle’s CG, 𝐿𝑥𝑓 and 𝐿𝑥𝑟 are the lengths from
the CG to the front and rear axles, respectively, and 𝑢𝑓 and 𝑢𝑟
correspond to steering angle at the front and rear. Since the testing
vehicle used in this paper is front-wheel steering only, 𝑢𝑟 can be
set to zero or removed from the above equations.

2.2 Vehicle Dynamic Model

The dynamic bicycle model used at high speed is shown in
Figure 2. Similar to the kinematic model, the vehicle frame is
placed at the vehicle’s CG, and the state vector for the vehicle
dynamic model is defined as 𝑥 =

[
𝑝𝑥 𝑝𝑦 𝑣𝑦 𝜓 𝑟

]𝑇
. Here,

𝑝𝑥 and 𝑝𝑦 represent the global coordinates of the CG, while 𝑟
and 𝜓 denote the vehicle’s yaw rate and heading angle in the
counter-clockwise direction, respectively. Unlike the kinematic
model, which uses the overall velocity at the CG, the dynamic
model divides the total velocity into longitudinal velocity 𝑣𝑥
and lateral velocity 𝑣𝑦 along the vehicle frame. Since this paper
focuses only on vehicle lateral dynamics, the longitudinal vehicle
velocity 𝑣𝑥 is treated as a measured disturbance in the vehicle
dynamics. Consequently, only lateral velocity 𝑣𝑦 is considered
in the state vector 𝑥. The derivative of 𝑥 is given by 𝑥̇ =[
𝑝̇𝑥 𝑝̇𝑦 𝑣̇𝑦 𝜓̇ 𝑟̇

]𝑇
. The set of differential equations of the

vehicle dynamic model is given as follows.

𝑝̇𝑥 = 𝑣𝑥 cos 𝜓 − 𝑣𝑦 sin 𝜓 (2a)

FIGURE 3 Schematic of the tire model.

𝑝̇𝑦 = 𝑣𝑥 sin 𝜓 + 𝑣𝑦 cos 𝜓 (2b)

𝑣̇𝑦 = −𝑣𝑥𝑟 +
1

𝑚

∑
𝑖=𝑓,𝑟

𝐹𝑦,𝑖 (2c)

𝜓̇ = 𝑟 (2d)

𝑟̇ = 1

𝐼

(
𝐿𝑥𝑓𝐹𝑦,𝑓 − 𝐿𝑥𝑟𝐹𝑦,𝑟

)
, (2e)

where 𝑚 is the vehicle mass, 𝐼 is the vehicle rotational inertia,
𝐹𝑦,𝑓 and 𝐹𝑦,𝑟 are the lateral tire force on the front and rear
tires, respectively.

The tire model used in this paper is shown in Figure 3. In this tire
model, the tire force is discussed in two frames. Denote 𝐹̄𝑥,𝑓 , 𝐹̄𝑦,𝑓 ,
𝐹̄𝑥,𝑟 and 𝐹̄𝑦,𝑟 as the tire forces in the wheel frame, 𝐹𝑥,𝑖 and 𝐹𝑦,𝑖 are
the tire force in vehicle frame which is used in Equation (2). The
following equations show the relationship between the tire force
in the vehicle and wheel frames,

𝐹𝑥,𝑖 = 𝐹̄𝑥,𝑖 cos 𝑢𝑖 − 𝐹̄𝑦,𝑖 sin 𝑢𝑖 (3a)

𝐹𝑦,𝑖 = 𝐹̄𝑥,𝑖 sin 𝑢𝑖 + 𝐹̄𝑦,𝑖 cos 𝑢𝑖, (3b)

where 𝑖 = {𝑓, 𝑟} represents the front or rear wheels and 𝑢𝑓
and 𝑢𝑟 correspond to the steering angles of the front and rear
wheels, respectively, similar to the case of kinematicmodel. Given
the focus on front-wheel steering vehicles in this study, 𝑢𝑟 is
consistently zero. The lateral tire force 𝐹̄𝑦,𝑖 can be derived from
a linear tire force model as:

𝐹̄𝑦,𝑖 = 𝐶𝑓𝑖𝛼𝑖, (4)

where 𝐶 is the wheel corning stiffness. Note that 𝑓𝑖 is the friction
force generated by the front/rear wheel, as obtained by:

𝑓𝑓 = 𝜇
𝐿𝑥𝑟𝑚𝑔

2(𝐿𝑥𝑓 + 𝐿𝑥𝑟)
, (5a)

𝑓𝑟 = 𝜇
𝐿𝑥𝑓𝑚𝑔

2(𝐿𝑥𝑓 + 𝐿𝑥𝑟)
(5b)

The term 𝛼𝑖 in Equation (4) is the slip angle of the wheel, defined
as 𝛼𝑖 = arctan

(
𝑉̄′
𝑦,𝑖
∕𝑉̄′

𝑥,𝑖

)
, where 𝑉̄′

𝑦,𝑖
and 𝑉̄′

𝑥,𝑖
represent the cor-

ner velocities of the vehicle in the wheel frame. These velocities
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can be determined from the vehicle’s corner velocities in the
vehicle frame (𝑉̄𝑥,𝑖 , 𝑉̄𝑦,𝑖) through the trigonometric relations:

𝑉̄′
𝑥,𝑖

= 𝑉̄𝑥,𝑖 cos 𝑢𝑖 + 𝑉̄𝑦,𝑖 sin 𝑢𝑖 (6a)

𝑉̄′
𝑦,𝑖

= −𝑉̄𝑥,𝑖 sin 𝑢𝑖 + 𝑉̄𝑦,𝑖 cos 𝑢𝑖. (6b)

The vehicle’s corner velocities in the vehicle frame, 𝑉̄𝑥,𝑖 and 𝑉̄𝑦,𝑖 ,
are derived from the longitudinal (𝑣𝑥) and lateral (𝑣𝑦) speeds at
the center of gravity (CG) as follows:

𝑉̄𝑥,𝑓 = 𝑣𝑥, (7a)

𝑉̄𝑦,𝑓 = 𝑣𝑦 + 𝑟𝐿𝑥𝑓 (7b)

𝑉̄𝑥,𝑟 = 𝑣𝑥, (7c)

𝑉̄𝑦,𝑟 = 𝑣𝑦 − 𝑟𝐿𝑥𝑟 (7d)

Since MPC does not control longitudinal dynamics, the lon-
gitudinal forces are treated as measured disturbance, which
can be calculated as follows. Since the testing vehicle is front-
drive only, the longitudinal force on rear tires in the tire frame
is zero, i.e. 𝐹̄𝑥,𝑟 = 0. Consequently, the longitudinal force on
the front tire in the vehicle frame is 𝐹𝑥,𝑓 = 𝑚𝑎, where 𝑎 is
longitudinal acceleration of the vehicle. Substituting the 𝐹𝑥,𝑓 =
𝑚𝑎 in Equation (3a), the front tires’ longitudinal force on tire
frame is equal to 𝐹̄𝑥,𝑓 = (𝑚𝑎 + 𝐹̄𝑦,𝑓 sin 𝑢𝑓)∕ cos 𝑢𝑓 .

3 MPC-Based Path Tracking

3.1 Time-Triggered MPC for Path Tracking

In this section,MPC is used to track a desired path, by utilizing the
switching prediction model described in Section 2. At each time
step, the optimal control problem (OCP) being solved by MPC is
given as follows.

min
𝑈𝑡

𝐽 =
𝑝∑

𝑘=1

||||||𝑥𝑡+𝑘(1) − 𝑝ref
𝑥,𝑡+𝑘

||||||2𝑄𝑝
+

𝑝∑
𝑘=1

||||||𝑥𝑡+𝑘(2) − 𝑝ref
𝑦,𝑡+𝑘

||||||2𝑄𝑝 +
𝑝−1∑
𝑘=0

||||𝑢𝑡+𝑘||||2𝑄𝑢
+

𝑝−1∑
𝑘=0

||||𝑢𝑡+𝑘 − 𝑢𝑡+𝑘−1||||2𝑄𝑑 (8a)

s.t. 𝑥𝑡 = 𝑥̂𝑡 (8b)

Vehicle model (1) or (2), 1 ≤ 𝑘 ≤ 𝑝 (8c)

𝑢min ≤ 𝑢𝑡+𝑘 ≤ 𝑢max, 0 ≤ 𝑘 ≤ 𝑝 − 1 (8d)

Δmin ≤ 𝑢𝑡+𝑘 − 𝑢𝑡+𝑘−1 ≤ Δmax, 0 ≤ 𝑘 ≤ 𝑝 − 1, (8e)

where 𝑈𝑡 = {𝑢𝑡, 𝑢𝑡+1, … , 𝑢𝑡+𝑝−1} is the control sequence and 𝑝 is
the prediction horizon.

In the objective function (8a), 𝐽 comprises several terms: the
first two terms penalize the deviations of the vehicle path from
the target path; the third term discourages steering angles that
are excessively high; the last term minimizes steering actuator
change. Matrices 𝑄𝑝, 𝑄𝑢, and 𝑄𝑑, represent the weights for
each term, respectively. In the constraint (8b), 𝑥̂𝑡 denotes the
current state feedback. The system dynamic constraint (8c) can
be obtained by discretizing the kinematic vehicle model (1) or
the dynamic vehicle model (2) depending on the vehicle velocity.
In this paper, the forward Euler discretization method is used
when converting the continuous-time differential equations into
discrete-time difference equations for MPC. Actuator constraints
(8d) and (8e) limit the range and change rate of the steering
angle, respectively. The objective function and constraints of
the OCP (8) ensure that the resulting control actions keep the
system within operational bounds while making a trajectory that
closely follows the desired path with minimal steering angle and
actuator changes.

3.2 Event-Triggered MPC for Path Tracking

In conventional time-triggered MPC, the OCP (8) is triggered
and solved at a fixed sampling time 𝑇𝑠, with the first element
of 𝑈𝑡 being implemented at the actuator and the rest of 𝑈𝑡

being abandoned. This process repeats at the next sampling time.
Time-triggered MPC is computationally demanding, requiring
the solution of the OCP (8) at every time step. In contrast, event-
triggered MPC adopts a more efficient approach by triggering the
solving of the OCP (8) only when needed, which optimizes com-
putational resources by reducing the frequency of calculation. In
the event-triggered MPC, the decision to solve the OCP is not
based on time but instead relies on certain conditions or events.
Different event-trigger policy have been studied in literature, such
as threshold-based (or emulation-based) policy [24, 28, 32, 33],
cost function-based policy [20, 25], and self-trigger policy [26, 27].
This paper adopts the threshold-based event-trigger mechanism,
as discussed and applied to AV lateral control in [32, 33].

In particular, this paper pays more attention to the lateral offset
𝑑𝑦 , the shortest distance between the vehicle’s current position
and the reference path. Therefore, the event-trigger policy used
in this study is defined by the following equation:

𝑒 =

{
1 if 𝑑𝑦 > 𝜎 or 𝑘 > 𝑝

0 Otherwise.
(9)

This event-trigger policy operates based on two key parameters:
𝜎 and 𝑘. Here, 𝜎 represents the threshold for the lateral offset
beyondwhich an event is considered to have occurred, prompting
the MPC to take action. The parameter 𝑘 tracks the count of
consecutive instances where the OCP has not been activated,
with prediction horizon 𝑝 also serving as the upper limit for this
count, ensuring that a control action is always available during
the absence of an event. In other words, the event-triggered MPC
solves the OCP (8) either when the vehicle’s lateral deviation is
greater than 𝜎 or when the count exceeds 𝑝, indicated by 𝑒 = 1. If
neither condition ismet, 𝑒 = 0 indicates that no new computation
is needed, and the control action can be derived by shifting the
optimal sequence obtained during the last event. In other words,
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FIGURE 4 The AV platform used for testing event-triggered MPC
motion control.

the control action 𝑢 is computed as follows.

𝑢 =

{
Solution of (8) if 𝑒 = 1

𝑈𝑡1
(𝑘 + 1) Otherwise,

(10)

where 𝑈𝑡1
is the optimal sequence computed at last event.

Remark 1. Compared to the event-trigger policy used in [32],
where a new optimization is triggered when the deviation from
prior prediction exceeds certain threshold, the event-trigger
policy (9) focuses on the deviation from the reference path. This
subtle difference is crucial for real-world implementation. Note
that in simulation environment such as that of [32], skipping
optimization instances is the only source of error, while in the
real-world testing, the model inaccuracy and stochastic nature of
the environment make the prior prediction not robust. Therefore,
using the deviation from the target path as criteria to determine
the event can provide much robust control performance.

4 Real-World Testing

The two MPC-based AV lateral motion controllers discussed in
the previous section are implemented and evaluated using a
production vehicle (described shortly), where the vehicle longi-
tudinal control is performed manually. To ensure reproducibility
of the tests and to remove the impact of a path planner, predefined
paths as recorded by GPS are used as reference trajectories.

4.1 Experimental Setup

The vehicle used for experiments is shown in Figure 4, which is a
full-size sedan equipped with advanced technology features, e.g.
a Calmcar front view camera, a Dspace Autera computing unit, a
drive-by-wire system, and a Polynav 2000P GNSS-inertial system.
For the purpose of testing event-triggered MPC, it is found out
that the distances from CG to the front and rear axles are 1.2 m
and 1.65 m, respectively, i.e. 𝐿𝑥𝑓 = 1.2 and 𝐿𝑥𝑟 = 1.65.

Experiments are conducted in both closed road and open road
environments. The closed road testing is performed in a testing
track located in Plymouth, Michigan, USA, as shown in Figure 5.
Such a closed test track ensure the repeatability of the test
condition. On the other hand, to enhance the evaluation of
the controller’s performance and incorporate conditions more
reflective of everyday driving, another test was conducted in a

FIGURE 5 Bird view of the testing track located in Plymouth,
Michigan, USA.

FIGURE 6 Bird view of the open road testing route on a section of
public roads located in Plymouth, Michigan.

TABLE 1 MPC parameters.

𝑝 10 𝑄u 35 𝑢min (rad) −0.97
𝑇s (ms) 200 𝑄d 30 Δ𝑢max (rad) 0.15
𝑄P 2 𝑢max (rad) 0.97 Δ𝑢min (rad) −0.15

real daily driving area, as shown in Figure 6, with the speed set
to follow the actual traffic flow. Therefore, during this test, the
vehicle speed can range between 0 to around 17 m/s and the
test includes high speed cruising, low speed turns, and stop-and-
go maneuvers. As mentioned in Section 2, to achieve accurate
prediction, the prediction model used by MPC is switched
between the dynamic model (when the velocity is greater than 10
m/s) and the kinematic model (when the velocity is lower than 10
m/s).

To ensure a fair comparison, all MPC parameters are the same
for these two controllers (time-triggered v.s. event-triggered
MPC). This includes the calibration of cost functions, con-
straints on actuator capabilities, and rate constraints. The specific
parameters employed for both controllers are listed in Table 1.
Furthermore, this paper explores the performance of event-
triggered MPC across a range of threshold 𝜎 values to analyse the
influence of the event-trigger threshold.
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FIGURE 7 Tracking trajectories with different controllers in the closed road test.

TABLE 2 Computation needed and performance with different controllers in the closed road test.

tMPC eMPC(0.01) eMPC(0.02) eMPC(0.03)

Control counts 2146 2581 3160 3894
Event counts 2146 1789 1847 1870
Trigger frequency (Hz) 13.21 13.93 13.61 13.07
Driving time (s) 162.38 128.35 135.64 143.15
Average speed (m/s) 3.35 4.59 4.35 3.94
Max error (m) 0.5833 0.4108 0.4736 0.4559
RMSE (m) 0.1386 0.1056 0.1030 0.1058

4.2 Numerical Results

In the sequel, we will denote time-triggered MPC as tMPC and
denote event-triggeredMPC as eMPC(𝜎), where 𝜎 symbolizes the
event-trigger threshold.

4.2.1 Closed Road Test

The comparison of reference trajectories and tracking paths for
various MPCs in the closed road tests is shown in Figures 7
and 8. Generally, all controllers are capable of guiding the vehicle
through the entire path safely. To evaluate the tracking accuracy
of controllers, tracking errors are illustrated in Figure 9, which
also presents the maximum error (max error) and the root
mean square error (RMSE) for lateral tracking. Also see Table 2.
Note that tMPC exhibits the weakest tracking performance.
Specifically, tMPC has larger max error as well as a higher RMSE.

Moreover, the eMPC shows similar max error and RMSE across
various thresholds. An analysis of the error peaks in Figure 9
reveals that significant errors occur near the start and finish of the
path. This observation is corroborated by Figure 7, indicating that
the regions with notable errors correspond to the turning regions
at the route’s beginning and end.

In the first three rows of Table 2, “Control Counts” represents
the total number of controls throughout the entire path, “Event
Counts” indicates the number of events that trigger OCP resolu-
tion, and “Trigger Frequency” shows the average number of OCP
resolutions within 1 s. By comparing these three rows, we can
assess the eMPC’s potential to reduce computational demands
compared to tMPC. For example, it can be seen that eMPC(0.05)
will slightly decrease the trigger frequency compared to tMPC,
thereby reducing computational load. On the other hand, when
assessing the tracking performance across three event-triggered
MPC as listed in Table 2, it’s noted that eMPC can significantly

6 of 10 IET Control Theory & Applications, 2025
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FIGURE 8 Tracking trajectories with different controllers during
the turn maneuvers in the closed road test (i.e. zoom-in version of
Figure 7).

FIGURE 9 Tracking errors with different controllers in the closed
road test.

improve the control performance compared to tMPC. This is an
expected result and contradict with simulation results presented
in [32], which will be explained in the remark below.

Remark 2. It is noteworthy to mention that the results in this
paper are different from the simulation results presented in lit-
erature [32], where tMPC demonstrates better tracking precision
over eMPC and eMPC sees a decline in the performance as the
threshold rises. One potential reason that leads to the different

TABLE 3 Computation needed and performance with different
controllers in the open road test.

tMPC eMPC(0.05)

eMPC(0.05)
with 100Hz
call freq

Control counts 4120 20,289 11,710
Event counts 4120 4278 3328
Trigger
frequency (Hz)

10.25 10.73 9.12

Driving time (s) 401.9 398.7 364.8
Average speed
(m/s)

12.82 12.87 14.14

Max error (m) 0.732 0.582 0.718
RMSE (m) 0.1253 0.1232 0.1281

conclusion from the simulation is that the computational latency
in the MPC approach, or more specifically, the computation
of OCP, is not accounted for in the simulation environment.
For example, solving OCP (8) generally takes 75 ms, and hence
there is a 75 ms delay between initiating the MPC computation
and actually transmitting the control signal to the vehicle. Such
latency is usually not considered in simulation research such
as [32], where the physical part of the simulation usually waits
for the MPC to finish its computation. Such discrepancy makes
the test conditions too ideal for tMPC and leads to inaccurate
conclusions as drawn in [32]. However, on the other hand, in
real-word testing as conducted in this paper, such a latency does
introduce positional delay to tMPC, which worsen its closed loop
control performance.

Remark 3. To see why eMPC can improve control perfor-
mance, it is important to note that when the event-triggered
condition is not met, eMPC simply uses the previous optimal
control sequence to determine the current control action. This
requires only a minimal amount of additional computational
effort. Such a timely compensation in between two events can be
the reason why the event-triggered MPC demonstrated superior
performance compared to the time-triggered MPC in real-world
experiments.

4.2.2 Open Road Test

Figure 10 displays the reference trajectory and the tracking paths
for various MPC controllers in the open road test. Overall, all
controllers successfully guide the vehicle through the entire path
without significant offsets. Figure 11 shows the tracking errors for
each controller, with the max error and RMSE being presented in
Table 3. Note that tMPC has a higher max error value compared
to eMPC, which means tMPC has the least tracking accuracy, for
a similar reason discussed previously in Section 4.2.1. It is also
noted that, on average, in eMPC, for every four control signals
only one needs to consume time to solve the OCP, and the rest of
the three control signals can provide timely compensation for the
delay caused by OCP computation.

However, a more thorough data analysis reveals a drawback here.
In particular, for eMPC(0.05), within 398.7 s, there are 20,289

7 of 10
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FIGURE 10 Tracking trajectories with different controllers in the open road test.

FIGURE 11 Tracking errors with different controllers in the open
road test.

controls, 4278 of which requires MPC computation. Therefore, it
is estimated that when an event is not triggered, there is a new
control command every 5 ms or less, which can be shorter than
the time constant of the steering actuators used in our test vehicle.
Therefore, to allow sufficient time for the steering actuator to
respond to the control signal, another test is conducted in which
a 100 Hz calling frequency in the controller is enforced. This
means during the absence of an event, if the time interval between
two control signals is less than 10 ms, it will be delayed until
reaching 10 ms, resulting in a drop in event-trigger frequency by
1 to 9.12 Hz. Compared to eMPC(0.05), the Max Error and RMSE
increase but are still comparable with tMPC. Additionally, it is
observed that the average speed in this test is higher than in the
previous two tests, making the lateral control more difficult in
this particular run.Normally, under higher speeds, control during
turning maneuvers is more challenging than at lower speeds.

Nonetheless, the tracking accuracy of eMPC(0.05) with a 100
Hz calling frequency is still better than that of tMPC, and the
event-trigger frequency is lower than both tMPC and the standard
eMPC(0.05). Note that the reason for the different average speed
is attributed to the speed control not being managed by the drive-
by-wire system and also to the fact that in open road test the traffic
flow is dynamic and acts as random noise to our test.

In Figure 11, the lateral errors at each time step for the three
controllers are presented. Each figure contains four protrusions
when compared to Figure 10, showing that the areas with
significant errors are located in the four turning regions. Figure 12
zooms in on these areas for a closer examination, with the image
in the top right corner representing the second turning point.
It can be seen that, compared to the other three turns, there
is a more noticeable deviation of the three control trajectories
from the purple reference trajectory in this turn. This deviation is
also reflected in Figure 11, where the second peak is significantly
higher than the other three.

5 Conclusion

This paper presented an event-triggered MPC for AV lateral
motion control. To overcome the different speed conditions as
often encountered in real-world driving, a switching prediction
model is used to switch between kinematic and dynamic models
according to the real-time vehicle speed. The developed control
strategy is implemented and tested in a production vehicle, i.e.
a full-size sedan equipped with a Calmcar front view camera,
a Dspace Autera computing unit, a drive-by-wire system, and a
Polynav 2000P GNSS-inertial system. Both closed road test and
open road test are conducted, the latter of which is performed
in public road section and includes high speed cruising, low
speed turns, and stop-and-go. The result shows that compared to
the time-triggered MPC, event-triggered MPC can achieve better
tracking performance compared to traditional time-triggered
MPC, while reducing computational burden. Moreover, under
both test conditions, the event-triggered MPC has a better

8 of 10 IET Control Theory & Applications, 2025
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FIGURE 12 Tracking trajectories with different controllers during the turn manoeuvres in the open road test (i.e. zoom-in version of Figure 10).

tracking accuracy, because the event-triggered MPC can provide
timely compensation (when an event is not triggered) for the
delay caused by MPC computation. The results presented here
supplement existing work in literature and contradict to the
conclusions drawn from prior simulation research that did not
account for the MPC computation delay. Future work directions
include the implementation of longitudinal speed control using
MPC to remove the variation of test speed and the comparison
with other event-triggered control methods. In addition, the use
of a constant gain feedback controller during the absence of an
event will also be investigated.
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